Introducing Spotlight on
SQL Server Enterprise
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Prioritize at a glance with the ~ Operating System diagnostics with  Follow indicators on
intuitive heat map SQL Server vNext on Linux dashboards to the
problem source

Instantly respond to
issues with native apps
for your mobile device

xxxxxx

Quickly Identify what is Divide workflow by host, Watch for any failures or Monitor instances from

waiting on resources, right database, user or SQL bottlenecks across your the Spotlight dashboard
down to SQL statements statement in a few clicks replication topology and diagnostic
drilldowns
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' “The Spotlight solution has reduced DBA’
ESOS =4 activity by 80 pereent which{gives us more}
e _,Mfocus on adding value to oug:
Leading provider of HR and ' —business_in other areas '

payroll services / _ : Simon Smith - DBA and Continuity Specialist

-

Challenge Results
Cost and complexity of managing data of 280

* By implementing Spotlight on SQL Server, improved

branches - : . .
- Sizing, performance and data corruption efficiency with a centralized, proactive approach to
- DBA teams spending 20 percent of time performance monitoring

reacting * Reduced DBA time requirements by 80 percent
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Introducing Foglight for

Databases
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Complete coverage for cross platform database monitoring

ORACLE @ "oRoons Amazon
DATABASE Aurora
HANA | w,
’ mongoDB” PostgreSQL
jﬁ*” SOL Azure

—/gw‘“g% Cassandra amazR%g MHSE} ‘

MariaDB
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Foglight in action

Get a single view of the health and Quickly drill down and investigate
performance of your multi-platform platform specific health through a
database environment single web interface

Troubleshoot performance and o )
availability problems in real time or by ~ Diagnose performance issues

ana|yzing historical data USing multi-dimensional anaIySiS
(SQL Server & Oracle)

o |

Get alerts about deviations in normal
activity and diagnose the root cause
of performance issues

Disk Copacity Report

delivery to eliminate time
consuming and repetitive tasks
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Monitoring Overview - Main Dashboard
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aseline visualization in Foglight

T Datzhases > SQLPL G- Monday, Jufy 24, 2017 3:45:21 PM - 4:45:21 PM 60 minutes = | [5] Reports =

BISRVMNE16-X64ENT1_2012+ 3 Overview (@ SQL P1 Memory~ Activity v Databases ~ Services» HADR~ Logs~ Configuration User-defined + A o

m CPU 10  Memory  MNetwork Lock Latch log CLR  Remote Provider  Other Powered by SPILF|

Performance Tree Tops: 25 v | History | Advanced Analytics N O b a S e | i n e 1 View as POF
E[= Instance View | Dimension Filter: Instance View . .
deviation

5QL Statements

Iy TSOL Batches Resource Consumption
S Databases Breakdonn Resource Breakdown
Brograms "
[ users W Other Wait 744% +
]l Client Machines 128 W Lock Wait 22.15%
[ Context Infos 2 W CPU Usage 286%
B oW
Command Types W CPU Wait 0% o
= Sessions
5 16:50 1655 18:00 1805 18:10 18:15 18:20 18:25 18:30 18:35 16:40 18:45
&7 Locked Objects
| overview | Blocking History || Activty Highlights
&8 nes Active Time
Sum of all the active wiaits and cpu usage, equal to the
" session total activity within the current interval.

sispucass

15:60 15:66 16:00 16:06 16:10 16:15 16:20 16:26 16:30 16:35 168:40 16:46
Workload related Metrics
O Select Metric | 4 Compare
Metric a Resource

Active Time Workload 20,7297
Average 5QL Response Time Workload 416
Batches Rate Workload 757
CLR Wait ar 0
CPU Usage cPu L1773
CPU Wait cPu %57
Executions Workload 13,655.00
/0 wait Yo e84
Latch Wait Latch 0
Lock Wait Lock 9,084 | .
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Track Changes & Correlate them with your workload

T Dutsbazes > Performance

RAC-PRM11 v  Whole Cluster ~

CCESP ov verjo  systemijo

Performance Tree

- L% Cluster View

$AL SQL Statements
| PUSQL Blocks
777 Programs

QI 05 Users

o veusers

J Machines

@ Actions

o & Modules

a 4 Chent Info

Of@) Command Types
@ senices

088 Consumer Groups
@ sessions

© 7] Locked Objects
O Fies

a

| w

Tops: 25+

Adr

- 02/07/2015 - 09/07/2015 7days w | (3] Repors w
Summaryv @ SQL Performance  Activityv  Storagev  Configuration~  Alert Log ko B
Categories
History | Change Tracking
Dimension Fiter: Cluster View » SQU Statements
Resource Consumption .
Execution Plan 81 bl
.. Oracle Configuration 60 o
- Ae e afi Oracle Schema 857 @
System Configuration 6
User Defined 0 o
Date Description Category &

17:0706/07/15  New plan(s) found for statement: select job_name job_identifier, DEMS_SCHEDULER' job_type, J0B_C...d from dba_jobs WHERE last_date & not null and rowmum <= 500
17.07 AEINTI1E How nlanie) fnuind fnr ctatamant: colart ish name inh idantfiar TRIAC EOLENIED'inh huna YA £ A frnm dha inhe WIEDE lack Aata ic nab nuill 3nd rmwnom <= €A1

'z © Add Change

Execution Plan

Evarubinn Dian
—

Date
17:07 06/07/15

17:07 06/07/15
17:07 06/07/15
17:07 06/07/15
17:22 06/07/15
16:50 06/07/15
17:24 06/07/15
17:24 06/07/15

Description

Mew plan(s) found for statement: select job_name job_identifier, 'DBMS_SCHEDULER' job_type, JOB_C...d from dba_jobs WHERE la...
New plan(s) found for statement: select job_name job_identifier, 'DBMS_SCHEDULER' job_type, JOB_C...d from dba_jobs WHERE la...
Mew plan(s) found for statement: select job_name job_identifier, 'DBMS_SCHEDULER' job_type, JOB_C...) falled , 0 con_id from dba...
New plan(s) found for statement: select job_name job_identifier, 'DBMS_SCHEDULER' job_type, JOB_C..._id from dba_jobs WHERE |...

JOB EXFSYS.RLMSSCHDNEGACTION has been modified

JOB EXFSYS.RLMSEVTCLEANUP has been modified

Disk 'negev:/mount/usersifusers/gsi_ga’ has been created
Disk 'fdev/sdb’ has been created

Category =
Execution Plan

Execution Plan
Execution Plan
Execution Plan
Oracle Schema
COracle Schema
System Configuration
System Configuration

Tttt
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Compare different Instances or Dimensions

T Databases > Performance > Compare

Comparison Parameters

=
Compared To

ISRAIX07-01124 ~ | # Summaryv @ SOL Performance Activity» Storage~  Configurationv  Alert Log

@ 1.816:15-14:29 201557 10 wworhours v | [E)Reports +

Powered by SPL

Comparison Parameters

E( Modify
Compared To

*v_
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Compare different Instances or Dimensions

T Databases » Performance > Compare € 1.8 16:22 - 14:36 2015 7 10 ww OT howss = | Repors
ISRAIX07-01124 » | @ Summary~ @ SQL Performance  Activity »  Storage~  Configuration~  Alert Log L -
Powered by S@L 1 [ |
Comparison Parameters Workload 1 View as POF
%
[ todiy £
Compared To
e
1430 14:40 14:50 15:00 15:10 1520 15:30 15:40 15:50 18:00 18:10
0 Max: 337 | Avg: 3.37 | Min: 3.37 § Max: 0.s1 | Awg: 061 | Min: 0.61 0337% J0.6L%
Comparison: Overview | Configuration [%Z Total Changes
Statistics b 1 Eecution S MG
Active Time (second) 14641 E— 3,239 Orade = sy I
Average SQL Response Time (seconds) 0.00 I 1.6 Q"B:"r’m
Buffer Gets (operations) 13,171,942 | EEE— 1,874,691 g;‘::ma a0
Bytes sent via SQL*Net to chent (byte) 7,594,584 I 11,219,666 System
Direct Writes (writes) 74,268,829 I 22,045 Configuration L
Disk Reads (reads) 74,268,829 22,045 User Defired [NNNGIDDN |0
Elapsed Time (second) 15,330 | 10,861
Executions 74,262,008 5404
Fetches 74,268,829 | 22,045
Parse Count (hard) (parses) n L 108
Parse Count (total) (parses) 5444142 6,326
Recursive Calls (calls) 55455822  EEE— 89,818
Rows Processed 74,344,928 I 198,566
Sorts 10,419 I 3
SQL*Net roundtrips to/from client (roundtrips) 18,362 —-—— 28412 Change Tracking l |
User Commits (commits) 27 - 10 - r
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T Duwtabases > Peformance > Compare

ISRAIX07-01124 ~ | B8 Summaryv (@ SOL Performance  Activity v  Storagew

Comparison Parameters Comparison: overview | Configuration

Configuration

audit_file_dest
audit_sys_operations
background_dump_dest
backup_tape_io_slaves
blank_trimming
compatible

control_files
core_dump_dest
cpu_count
db_cache_size
db_file_multiblock_read_count
db_name

db_securefile
db_unique_name
dg_broker_config_file1
dg_broker_config_file2

dispatchers

dml_locks

Configuration =

Alert Log

foraviD1/oracle/admin/01124/ad. ..

FALSE

foraviDlforacle/diag/rdbms/o11...

FALSE
FALSE
11.2.0.4.0

foraviDl/oracle/oradata/01124/...
Joravid1foracle/diag/rdbms/o11...

8
0
30
01124
PERMITTED
01124

JoraviD1foracle/product/11.2.0..
Joravidiforacle/product/11.2.0...

(PROTOCOL=TCP)
[SERVICE=01124¥,..

4080

B T T T T T

Compare different Instances or Dimensions

@ 1.6 16125 - 14139 2015 97 10 ww OF hours =

Powerel

View: =

[ Repons =

#

ﬁvf

S@Lt

il

JoraviDlforaclefadmin/o12102¢cd. .

TRUE

JoraviDlforacle/product/12.1.0...

TRUE
TRUE
12.1.0.2.0

JoraviDlferacleforadata/012102...

JoraviD1foracle/diag/rdbmsfo12...

4
234881024
34
012102cd
PREFERRED
012102cdb

foraviD1foracle/product/12.1.0..
Joravidiforacle/product/12.1.0...

(PROTOCOL=TCP)
(SERVICE=012102...

5384
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. 7
Computer | -
Science .
C() rp @) ra'[i on “Foglight has-helped us as IT Professionals [

by allowing us to quickly find and resolve‘
Computer Services & Ch S our issues”.

—

4CSC Database anager 3

%"‘

Challenge Results

 Lack of visibility into cross platform * By implementing Foglight, CSC improved efficiency with a
environment centralized, proactive approach to performance monitoring

- Time to resolution across platforms.

« Improved uptime and availability overall

* Tuning and optimizing the database . Created team collaboration Ouest

* Reacting and firefighting



Quest Software: Information Management

THRIVE  https://www.quest.com/solutions/database-performance-monitoring/
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https://www.quest.com/solutions/database-performance-monitoring/

Quest

Monitor, manage, protect
and replicate your database
environments with solutions

from Quest.

Information Management Portfolio

Toad database development & management tools

SharePlex for heterogeneous database replication

Database Performance Monitoring
Spotlight & Foglight database performance monitoring solutions
LiteSpeed for SQL Server database backup & recovery

Quest



