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Welcome

- Thanks for joining today!
- We’re going to talk at about monitoring, triage, expectations, and a 

little bit about forecasting too
- It’s a fun topic, a complex one, but even if you don’t do it perfectly 

it still has a lot of value
- I’m going to try to leave more time for questions, please send them 

via the chat
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Thinking About Monitoring

- Conceptually it’s simple, you need some software to track trends 
and show health and send alerts. Something like that!

- It’s sooo tempting to build your own. It’s just data about data after 
all and think of the cost savings too.

- It seems obvious that you buy one monitoring tool or solution, but 
in practice you may need more than one as you manage costs and 
needs

- The single pane of glass also seems obvious. Of course I want to see 
all my apps from web to database in one place.
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SQL Specific Monitoring

- It’s not wrong or unusual to buy monitoring tools that are just for 
SQL Server

- Lots of multi purpose all knowing tools out there that might be 
good enough (or better than none), but few can drill way into the 
details you’ll need for the hard problems (one example is wait state 
analysis)

- Enterprise monitoring is often plenty good enough for disk space & 
CPU monitoring and alerting
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Why Do We Monitor?

- Is your server running ok today? How do you know (measure) that?
- Your core application just threw some deadlocks. Should you stop 

and investigate?
- Is your server utilization going up because of increased usage or 

because of inefficient/bad plans that have gone undiagnosed?
- Is stored procedure X being used at all?
- How much space will you need next year?
- Are we about to run out of space because a log file keeps growing?
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How Good is Your Monitoring?

- If you asked me to assess your monitoring capability, I’d start by 
asking “what product do you use” because buying a commercial 
monitoring product is a must and checks a lot of boxes

- Next I’d ask if you have current or recent problems you couldn’t 
figure out with your current monitoring. Is that data gap, a skill gap, 
or both?

- Finally, I’d ask how would your boss or a non-DBA determine if the 
server was healthy if you were out sick?
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How Good Do YOU Think Your Monitoring Is?

- I appreciate wanting to do a better/great job of monitoring, a 
worthy cause and a valuable one

- But I think we also have to be fair and pragmatic. If we can answer 
most questions/detect most issues/solve most problems - well, 
we’re doing ok on monitoring
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What Questions Have YOU Had to Answer?

- I’m betting most of you have a list!
- Most common

- Deadlocks
- Blocking
- Timeouts
- CPU spike
- What changed/who changed

- Not common
- How many page splits yesterday
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Alerts

- I can’t tell you how often I fall into the trap of ignoring alerts
- Alerting is hard, it just is.
- Lots of stuff I want to know about (just had a deadlock) and not 

nearly as much that will cause me to get up at 2 am (out of space, 
server down). Make sure to decide which category things go in.

- Most monitoring lets you set maintenance windows, but be careful 
- it becomes a blind spot. You need secondary monitoring for 
making sure CPU usage is ok and the server is available.

- Some of your alerts will probably be business logic, not pure SQL
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Performance Goals - The Five Zeros

- Monitoring tells you what is happening, whether it’s bad or not 
really depends - are you getting customer calls?

- But goals are good!
- Zero alerts for 100% CPU
- Zero blocks > 5 secs
- Zero deadlocks
- Zero timeouts
- Zero downtime

- In some environments those are easy, in some it’s really hard
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Triage

- Ideally all our work would be requested, scheduled and we would 
carefully order it and project a finish date

- Not quite how it works in the real world!
- The life of a DBA (and the supporting dev team) is a constant battle 

to find time to do the things that reduce future pain
- That means you can’t tune every query to the nth degree
- And you have to fight for things like fixing deadlocks and adding foreign 

keys as more than “nice to have”
- Value good/working over perfect. What can you do now with the time you 

have?
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Daily Health Check

- You want to be able to look at this 5 mins or less
- This is stuff that you don’t alert on (or alert as a critical). Jobs failing 

overnight, disk space getting a little thin, app error count trending 
up, etc

- Ideal is that this is available in a shared way and not you clicking 
through stuff - who/how will someone do it while you’re on 
vacation

- Building dashboards can be tedious (we don’t usually do it often) 
but absolutely worthwhile
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Uptime, Safety, Performance, and then…

- In the whirlwind of work it’s easy to get off track. Multiple 
problems, wishes, ideas, they all compete for attention

- At the end of the year you’ll be measured on uptime and if you 
successfully protected the data (backup + security).

- Keeping priorities in mind helps the triage process, but it also helps 
you define work that you need to do vs work that someone needs to 
do. Not every performance issue is a DBA issue to fix.
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Transient Errors

- Most of us will see random issues pop up. It takes 
experience/practice to know which ones need attention now, later, 
or not at all

- Let’s talk about three you might encounter:
- Job failing
- Deadlock
- Log space low
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Beyond Monitoring

- Even with the best monitoring tool in place you’ll find value in 
supplementing it
- xEvents to watch for specific issues 
- Query Store (which combines monitoring with taking action)
- DMV’s. Sometimes you just need for info about the current state
- sp_whoisactive.
- Not an exhaustive list!

- Need the Zen here. Use the tool/approach that works best, don’t 
try to do all in TSQL or all in the monitoring tool
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Monitoring Attitude

- It’s easier to monitor more than less and that rarely hurts
- It’s easier to use the defaults and that usually works
- Just because the tool monitors it doesn’t mean you’ll need it 
- And just because the tool doesn’t monitor it doesn’t mean you 

shouldn’t monitor it!
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Final Suggestions

- Try to keep at least one year worth of history
- Put time into your alerts and find a way to easily distinguish “action 

now” from “important FYI” and share that info
- Cross train someone on how to read/react to common scenarios 

(blocking, high cpu) so you can go on vacation
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Now a Demo from Quest and then we’ll take 
more questions!
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Thanks for Attending & Contact Me!

• http://www.linkedin.com/in/sqlandy

• @sqlandy (rarely!)

http://www.linkedin.com/in/sqlandy

